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Abstract—Analyzing micro-array data faces many challenges
such as high dimension, low sample size and sparse data. Feature
selection is a technique to select more relevant features to
implement dimension reduction to mitigate these challenges. In
this paper, we propose a novel framework of feature selection
based on recurrent neural network (RNN) to select a subset of
features. Specifically, the proposed framework has been applied
to select features from micro-array data for cell classification.
We implement four feature selection models with different
architectures of recurrent neural networks under the proposed
framework, where these architectures include gated recurrent
unit (GRU), long short-term memory (LSTM), RNN and bi-
directional LSTM. The advantages of the proposed framework
is demonstrated via real-world micro-array datasets.

Index Terms—recurrent neural network, feature selection,
sparse data, gated recurrent unit, long-short term memory cell

I. INTRODUCTION

The analysis of gene expression data becomes a very
important research topic for early disease diagnosis and drug
development [1]. However, gene expression data processing is
very challenging due to the rapid development of experimental
technologies such as micro-array, next generation sequencing
and mass spectrometer [2] as they generate high dimensional
data. These types of data usually contain large number of
features, however, typically only a portion of the features are
relevant to the research problem at hand. If all the features are
treated equally while performing machine learning (ML) such
as classification on the data, it will degrade the performance of
the ML model. Moreover, the model can suffer from the risk
of overfitting through poor generalization ability [3]. These
challenging issues of high dimensional data are posed as “the
curse of dimensionality” [4]. A promising approach for the
analysis of high dimensional biomedical data is to reduce the
number of features, a technique known as feature selection.
The goal of feature selection is to select an optimal subset
of features so that the data can be presented in a more
computationally feasible fashion. As a result, the classification
performance will be improved through feature selection even
though some features are dropped or ignored [5].
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Traditional feature selection methods are categorized into
four different types, namely, filter approach [6], wrapper
approach [7], embedded approach [8], and hybrid approach
[9]. Filter methods are simplest and computational efficient
compared with other methods. It evaluates the value of features
without any prior knowledge of learning algorithm. In this
method, features dependencies and interaction between classi-
fiers are ignored which leads the model to be misclassified.
On the contrary, wrapper method considers the interaction
in feature which guarantees better accuracy to classify the
algorithm. The main disadvantage of the approach is its high
complexity and poor generality. Wrapper method suffers from
overfitting on small training set whereas filter method can
be used as large number of features. On the other hand,
embedded approach considers variable subset of selections to
learn intensive feature dependencies. Hybrid approach is the
combination of filter method and wrapper method. The goal of
this approach is to gain best performance by intensive learning
procedure.

Most recently, deep neural network has been achieved dra-
matic advancement in selecting feature from high dimensional
of data [10]. Deep neural network is framed by multiple layers
with non-linear activation functions which leads the model to
mine more efficiently the pattern of complex feature format. It
takes the advantages of its non-linear pattern recognition to dig
deep inside of the data. However, it suffers from over fitting
and high variance gradients for low sample size. Deep neural
pursuit (DNP) [10] selects subset of features by overcoming
the challenges. It incrementally selects and learns features
and add them through multiple dropout technique to train the
model for high dimension, low sample size data. However, for
the micro-array data, DNP is not able to fully utilize relations
between features to accomplish feature selection while genes,
as the features, are correlated to each other.

In this paper, we propose recurrent neural network based
feature selection model to extract features by directly using
relations between feature on micro-array data. Firstly, we
divide the features into two categories: selected features and
candidate features. Then, we start with empty subset of feature



and consider the bias as selected features. In each step, the
model choses an individual feature from candidate feature
and compute gradients through back propagation. Then the
model calculates the average gradients and through this way,
the model can include and exclude the features from select and
candidate features accordingly. The main contribution of our
work is to use recurrent model to select and update features
from high dimension data, where the feature relations can
be built by the recurrent connections of the neurons in the
recurrent neural networks. Compared to DNP, the advantage
of this proposed model is during each computation time, it
is not only using its input feature information, but also using
the information of neighbor feature information to enhance
performance of feature selection.

In summary, the contributions of this research work are as
follows:

o We propose a novel feature selection framework based
on recurrent neural network to select features from high
dimension data. We implement different feature selection
models with various types of recurrent models, namely,
gate recurrent unit (GRU), long-short term memory
(LSTM) and bi-directional LSTM (Bi-Istm) to verify the
proposed framework by testing on micro-array data.

« We validate our proposed model by experimenting on two
types of high dimensional low sample size sparse bio-
medical micro-data namely Colon and Leukemia dataset
and observe that proposed model performs better than
deep neural pursuit (DNP).

The rest of the paper is organized as follows. Section
I reviews some relevant works. In section III, we briefly
describe our proposed approach. Dataset details, experimental
set up and performance evaluation are presented in section I'V.
Finally, we conclude in section V.

II. RELATED WORK

In this section, we review some existing feature selection
approaches namely linear and non-linear approach. In linear
approach, data is mapped into a lower dimensional space. PCA
(Principal Component Analysis) is popular linear model for
feature selection. PCA maximizes the variance of data and
employs orthogonal transformation to convert the data into
lower dimensional space. The features associated with large
eigenvalue contain huge amount of information. When the
eigenvalue is small, the PCA fails to project the features in
low dimension space [11]. However, PCA does not inherently
capture the feature information from the data and does not
work well for classification of data. Linear Discriminant
Analysis (LDA) proposed by Ronald Fisher [12] is a popular
linear model for feature selection and classification of the data.
It maximizes the distance between the means, normalized by
a measure of the sample-class variability. However, the model
can not perform well on high dimensional low sample data.
L1 regularized approach (Lasso) is very popular approach for
dealing with high dimension low sample size data [13]. It
minimizes the loss by L1 norms. The main limitation of this
sparse linear model is it can not capture non-linear relationship

among input features. Therefore, HSIC lasso are used to
handle non-linear relation of data. It employs Hilbert-Schmidt
Independence Criterion (HSIC) to calculate the dependency
between variables. It also uses L1 norms to a subset of
features which results in convex optimization problem. Fast
correlation Based Filter (FCBF) uses symmetric uncertainty to
compute best subset of features with sequential search [15]. It
selects features by establishing high correlation with the target
variable and little correlation with other variables. Sparse
additive model (SpAM) is used to select feature by back-
fitting algorithm [16]. It is based on the combination of sparse
linear modeling and additive regression.The main limitation of
this model is it can not capture important interactions among
features due to its additive manner.

For the non-linear, Minimum redundancy maximum rel-
evancy (mRMR) is a prominent non-linear approach which
ranks the features based on minimum redundancy maximum
relevancy (mRMR) [14] criteria. Through mRMR criteria, it
selects high relevance features. It computes the relevancy using
F-statistics and mutual information for discrete and continu-
ous features respectively. Redundancy is calculated through
person correlation coefficient. However, this model selects
high relevant features with a high correlation with the class
(output) and a presents low correlation between themselves
which results in the loss of temporal data information. Deep
neural network is employed to extract features by using the
non-linear relations between features. Deep feature section
(DFS) [17] is used to select input features in deep structure for
multi-class classification. DFS performs better comparatively
than Lasso. The potential weakness of the DFS model is it
fails to achieve the sparse connections for high dimensional
low sample size data. DNP [10] proposed multiple dropout
approaches to alleviate the limitation of feature selection on
sparse data. To motivated by DNP, we propose recurrent neural
network based feature selection approach and enhance the
performance of high dimensional low sample sparse data.

III. METHODOLOGY

We propose a novel framework of feature selection to select
relevant feature set among sparse high dimensional low sample
size data in order to enhance the biomedical sequencing data
analysis. Firstly, the features are divided into two types of
feature set: selected set and candidate set. Initially, selected
feature set starts from a bias. All weights including bias in
the neural network are initialized as zero. The input weight
comprises with selected weights and candidate weights. The
input weights is initialized through Xavier Initializer. Neural
Network utilizes multiple dropout technique to avoid high
variance gradients. It randomly drops neurons multiple times,
computes gradients based on neurons and connections and
averages multiple gradients. Such multiple dropout technique
obtains averaged gradients with low variance. Then whole
neural network will convergence until all candidate weights
are zero. In this way, features are added and removed. When
number of selected features and maximum number of features
will be equal, the proposed model will have a subset of feature



selection. Then the feature subset is used to train machine
learning classifiers such as Decision tree, Naive bayes and
Support vector machine to complete data analysis. The training
dataset is also fit into the model. After training procedure,
the machine learning models are used to evaluate the model
performance through test data. The flow of feature selection
is shown on Figure 1.
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Fig. 1. Flow of feature selection under the proposed framework.

Specially, we used recurrent neural network (RNN) to
select features for cell classification on micro-array data. We
motivated for this framework through DNP model. In DNP
model, the deep neural network is used. Fig. 2 represents how
DNP works [10]. Firstly, DNP trains smaller sub-network and
incrementally selects features to find local optima. It drops
neurons multiple times and uses back-propagation technique
to add and remove features. DNP uses the deep neural network
architecture whereas in the proposed framework we take the
advantage of recurrent neural network model which helps the
model to store feature information in its memory and enhance
the performance. It computes each feature of input sequence
and transforms it into vector format using following equation
(1) and (2) [18].
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Fig. 2. The architecture of feature selection via deep neural network, where
solid lines indicate selected feature and red dashed lines indicate candidate
feature.
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where Uzp, Upn, Upy denote the weight matrices of input-
hidden, hidden-hidden and hidden-output processes, respec-
tively. h; is the vector of hidden states that derive the informa-
tion from current input x; and the previous hidden state h;_;.
Fig. 3 represents how RNN works features in each sequence.
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Fig. 3. RNN based feature selection model.

In our proposed model, the features are fed as input into the
model. Initially, selected feature set starts as bias term. The in-
put weights are initialized through Xavier Initializer. Each time
the weights is updated through back propagation and compute



the dropout. As the weights are shared through all the layers
in recurrent network, it contains the sequence information in
its neuron. Hence, each time when it is computing its gradient,
the gradient computation do not only based on current feature
information but also based on sequence feature information
which helps the model to enhance the performance.

We also used different types of RNN model namely Gated
recurrent unit (GRU) [19], Long short term memory (LSTM)
[20] and Bi-Istm to observe the model performance. The main
limitation of recurrent model is sometimes it may suffer from
vanishing gradients at the time of computation. GRU and
LSTM are advanced type of RNN which structured in a special
way so that they can deal with the limitation of RNN.

GRU consists of update gate and reset gate which helps the
model to decide which feature should be passed through the
output layer. It uses following equations (3)-(6) to compute
how much information, GRU will carry forward thorugh the
network.

ze = o(W.y +Uhi1) (3)
ry = o(Weay + Uphi—q) “4)
hy; = tanh(Way + 1 © Uhy—1) 5)
he =2 © hy—1 + (1 = 2¢) © hy; (6)

Here, z;, r; and hy; denote the equation for update gate,
reset gate and current memory respectively. W and U represent
the weight matrices of each gate. In the final memory content,
element wise multiplication is applied to update the informa-
tion in update gate and determines how much information will
be hold through the network.

On the other hand, LSTM has three gates: input, output and
forget gate to regulate dataflow in its memory. The computa-
tion equation that LSTM uses are presented as follows:

it = o(Ugizs + Upihi—1 + Ugici—1 + by) @)

Jt = 0Uzpxe + Upghy—1 + Ugici—1 + by) ®)

ct = frci—1 + W RELU (Ugexy + Upchi—1 +bee)  (9)
0; = 0(Uzot + Unohi—1 + Ueoct + b) (10)

hi = 0t RELU (¢) (11)

where U and o indicate weight matrices and logistic sig-
moid function respectively. Different gates refer as different
indices, like input gate as 4, forget as f, cell as ¢ and output
as o. These gates and activation functions soothe LSTM to
avoid the limitation of vanishing gradients by storing long
term dependencies terms.

Both GRU and LSTM has similar types of architecture,
GRU is much simpler and trains faster than LSTM. Besides,
GRU performs better when the model does not require long
term dependencies information and trained on less training
data and. On the other hand, There are two different states in
bi-directional LSTM. In forward states, they compute future
sequence information whereas backward states compute past
sequence information and finally generate the output o; by
integrating two hidden states computation results.

IV. EXPERIMENT
A. Datasets

We used public available bio-medical micro-array data to
evaluate the performance of our proposed framework. We
focused on two different kinds of bio-medical data namely,
Colon and Leukemia [21]. Each of the dataset consists of
large amount of sparse data. Colon cancer dataset contains
62 samples and 2000 genes. The dataset is classified as tumor
and normal tissues. Leukemia dataset has total 7070 number
of genes and 72 number of observation sets. All of the samples
are collected from Leukemia patients either they have acute
lymhoblastic leukemia (ALL) or acute myelogenous leukemia
(AML). The details of both datasets are represented in table
L

TABLE I
DATASET DETAILS
Data Colon Leukemia
Sample Size 62 72
Feature Size 2000 7070
Zero 51554 222326
Non-zero Value 72446 286715
Sparsity 41.58% 43.67%

B. Experimental setup

The key parameters for the proposed methodology are:
Learning rate: 0.1, Dropout rate: 0.5, Dropout iteration: 50,
Maximum iteration: 25. We used DNP as baseline model as
it outperforms the traditional feature selection models [10].
In addition, we implemented other types of recurrent model
using proposed framework to observe the performance. We
used same experimental set up every time. The details of the
experimental set up is shown represented in table II:

TABLE 1T
PARAMETERS OF PROPOSED METHODOLOGY
Name Description
Input Feature set
Number of feature 25
Recurrent model RNN, GRU, LSTM, Bi-LSTM
Number of layers 2
Number of neurons in each layer [30, 20]

C. Evaluation metrics

We perform 10-fold cross validation to select feature from
high dimensional data. After extracting features from high
dimensional sparse data using RNN model, the data is fit
into traditional machine learning classifiers to evaluate the per-
formances. We employ confusion matrices namely Precision,
Recall and F-score to demonstrate the evaluation. Precision
[22] defines how accurately and exactly a model can recognize
correct category whereas Recall [23] indicates the percentage
of total relevant results correctly classified through a model.
F-score [24] is the average of precision and recall value.



TP
Precision = ————— 12
recision TP+ FP (12)
TP
= 1
Recall TP+ FN (13)
Fscore — 2 x Precision X Recall (14)

Precision + Recall

whereas TP (True Positive) counts total number of predicted
class matched with actual class. FP (False positive) counts total
number of predicted class does not match with the actual class.
FN (False negative) measures actual labels not present in the
predicted labels.

D. Result and Discussion

The experimental results are summarized in table III and
IV using different evaluation matrices and employed different
classifiers to evaluate the model performance. In table III, the
comparison result shows that the proposed model outperforms
DNP model in some cases. For instance, Fscore is improved
around 20% for decision tree and SVM classifiers using RNN
with the comparison of using DNP model. On the other hand,
the improvement of Fscore in terms of NB is around 2%.

The comparison results for leukemia dataset are presented
in table IV. It is observed that the proposed model shows the
effectiveness for all the classifiers. The Fscore is improved by
11% and 15% for decision tree and NB classifiers in terms of
RNN based feature selection. For RNN based feature selection
for SVM classifier, the model performance degrades by 15%.
The reason behind the lower performance of the classifier may
be the data is too sparse to be suitable for the classifier. Hence,
we are observing lower performance for SVM classifier on
different RNN model for leukemia dataset.

Based on comparing the performance of the proposed model
on different classifiers, it is observed that RNN based feature
selection model outperforms the DNP model. Comparing two
tables, it is found that GRU performs best whereas LSTM
model shows poor performance among all the recurrent mod-
els. The reason behind poor performance of Istm is due to
independency of data pattern. LSTM performs best when it
arises to restore information in long dependencies of features
in sequence data. Moreover, LSTM performs better for large
training data. Comparatively, GRU performs best for low
sample size data. Here, in our experiment, the dataset is low
sample size and does not require long term dependencies
among feature. Hence, we obtain poor performance for LSTM
model.

Analyzing the performance of Colon and Leukumia data
on different classifiers, we can find that Naive Bayes (NB)
performs better than other two machine learning classifiers
(Decision tree and Support vector machine). The reason is the
sparsity which seriously affect model performance. Leukemia
data is more sparse than Colon data. Among other classifiers,
NB is less affected through sparsity [25]. Hence, we have
better performance for NB than other classifiers.

V. CONCLUSION

In this paper, we proposed the recurrent neural network
based feature selection to improve the cell classification on
high dimension low sample size data. Initially, we start with
empty subset of features as bias. Then, we incrementally
add features by averaging gradients through multiple dropout
technique. We fit the selected features in machine learning
classifiers to evaluate the model’s performance. Experimental
results show that our model has better performance of selecting
subset of features in some cases. In the future, we plan to
extend the proposed model to implement feature selection on
on sparse high dimension large sample data like the single cell
sequencing data for improving single cell classification.
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